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Recently, there has been a significant growth of interest in applying software engineering techniques for the quality assurance
of deep learning (DL) systems. One popular direction is deep learning testing, i.e., given a property of test, defects of DL
systems are found either by fuzzing or guided search with the help of certain testing metrics. However, recent studies have
revealed that the neuron coverage metrics, commonly used by most existing DL testing approaches, are not necessarily
correlated with model quality (e.g., robustness, the most studied model property), and are also not an effective measurement
on the confidence of the model quality after testing. In this work, we address this gap by proposing a novel testing framework
called QUOTE (i.e., Quality-oriented Testing). A key part of QUOTE is a quantitative measurement on 1) the value of each test
case in enhancing the model property of interest (often via retraining), and 2) the convergence quality of the model property
improvement. QUOTE utilizes the proposed metric to automatically select or generate valuable test cases for improving model
quality. The proposed metric is also a lightweight yet strong indicator of how well the improvement converged. Extensive
experiments on both image and tabular datasets with a variety of model architectures confirm the effectiveness and efficiency
of QUOTE in improving DL model quality, i.e., robustness and fairness. As a generic quality-oriented testing framework,
future adaptions can be made to other domains (e.g., text) as well as other model properties.

CCS Concepts: « Software and its engineering — Software testing and debugging; - Computing methodologies —
Neural networks.

Additional Key Words and Phrases: deep learning, testing, robustness, fairness.

1 INTRODUCTION

Deep learning (DL) [38] has been the core driving force behind the unprecedented breakthroughs in solving
many challenging real-world problems such as object classification [65], speech recognition [23] and natural
language processing [11]. However, DL systems are known to have defects in terms of robustness or fairness. For
instance, a self-driving car killed the driver as the object detector failed to recognize the white truck against a
bright sky [5], and a photo-tagging app tagged pictures of dark-skinned people as gorillas [24]. Along with its
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Fig. 1. The overview of QUOTE testing framework. It starts from an initial DL model trained from the training dataset in a
standard way. Then, it applies a testing algorithm to generate a new set of test cases for retraining the model to improve
the specified testing property. QUOTE iteratively generates the test suite and retrains the model at each iteration. It checks
whether the property of the retrained model is satisfactory using an independent quality validation dataset at the end
of iterations. If the answer is yes, it terminates and outputs the enhanced model; otherwise, QuoTE continues until the
requirement is satisfied or the testing budget is exhausted.

prevalent applications, such DL defects naturally raise great concerns about its trustworthiness, especially when
deployed in safety- and ethic-critical applications such as face recognition [54], autonomous driving [15, 41] and
medical diagnosis [18, 47].

Significant efforts have been made in the software engineering community to enhance the quality of DL
systems with a focus on threats like adversarial examples (on robustness) [19, 55, 63, 70]. Adversarial examples
are inputs that are formed intentionally by applying small perturbations to the normal examples, aiming to fool
the DL systems to give wrong results (see Fig. 4 for an example). Among the works, formal verification aims to
prove that no adversarial examples exist in the neighborhood of a given input. Substantial progress has been
made using approaches like abstract interpretation [63, 83] and reachability analysis [67]. However, these formal
verification techniques are in general computationally expensive and only scale to limited model structures and
properties (e.g., local robustness [29]).

Another popular line of work is deep learning testing, which aims to generate test cases that can expose the
defects of DL models. For example, DeepXplore [55], a robustness testing technique for deep learning, revealed
thousands of incorrect corner case behaviors in the autonomous driving DL systems; Themis [19], a fairness
testing technique, detected significant model discrimination towards sensitive features like gender, marital status
and race; ADF [87] utilizes gradient information to guide the fairness testing process and is more efficient in
finding discriminatory samples. These test cases can then be used to repair the model (e.g., through retraining),
potentially improving the quality of DL systems. However, this should not be taken for granted, as recent
studies have shown that test cases generated based on existing testing metrics have limited correlation to model
robustness and robustness improvement after retraining [13, 26].

There are two key ingredients when it comes to testing DL systems for a given model property of interest such
as robustness and fairness. The first key ingredient is the test adequacy metrics [57] (which we call testing metrics
for simplicity) used to evaluate the quality of a test case or a test suite. Multiple robustness testing metrics have
been proposed, including neuron coverage [55], multi-granularity neuron coverage [45], MC/DC coverage [64],
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combinatorial coverage [44] and surprise adequacy [35]. The common idea is to explore as much diversity as
possible in a certain subspace defined based on different abstraction levels of a neuron network model, e.g.,
neuron activation [55], neuron activation pattern [45], neuron activation conditions [64] and neuron activation
vector [35]. The second is the method adopted for generating test cases, which is often done by mutating a
set of seed inputs with the guidance of the testing metric. Existing test case generation techniques such as
DeepXplore [55], DeepConcolic [64], DeepHunter [81], DeepCT [44] and ADAPT [40] are mostly designed to
improve the neuron coverage metrics. While existing testing approaches help expose the defects of DL systems to
some extent, recent studies have unfortunately found that neuron coverage metrics are not helpful for improving
model robustness [13, 26, 43]. As a result, unlike in the case of traditional software testing where the software
quality is more certainly improved after fixing defects revealed through testing, one may not easily improve the
quality of a DL system after retraining with the generated test cases.

In this work, we address the above-mentioned limitations of existing DL testing approaches by proposing a
novel DL testing framework called QUOTE (i.e., Quality-oriented Testing), which is designed with DL model
quality enhancement in mind, aiming to bridge the gap between testing and model quality enhancement. As
illustrated in Fig. 1, QUoTE distinguishes itself from existing neuron coverage guided testing works in the
following important aspects. First, QUOTE is quality-oriented. For a given property (e.g., robustness or fairness),
QUOTE takes a user-defined requirement with respect to the property as input and integrates the retraining
process into the testing pipeline. The requirement is provided in prior for quality assurance purposes. For
instance, the user may require “the enhanced model should mitigate 80% of adversarial examples (potentially
from an independent validation)". QUOTE then iteratively improves the model quality by generating test cases
and retraining the model to satisfy the requirement. Second, in QUOTE, we propose a novel set of lightweight
metrics that are strongly correlated with the property for testing. The metrics can quantitatively measure the
relevance of each test case for model enhancement, and are designed to favor test cases that can significantly
improve the model quality. Extensive experimental results further confirm the effectiveness and efficiency of
QuoTE in improving model robustness and fairness, by up to 67.69% and 58.90% increase on average respectively.

In a nutshell, we make the following main contributions:

o We propose a quality-oriented testing framework (QuoTE) for DL systems as an extension of the RoBOT
framework [69]. QUOTE provides an end-to-end solution for enhancing the quality of DL systems in terms
of certain model properties.

e We propose a set of lightweight testing metrics that quantify the importance of each test case with respect
to the testing properties, which are demonstrated to be stronger indicators than existing coverage metrics.

e We implement in QUOTE, a set of fuzzing strategies guided by the proposed metrics to automatically select
and generate high-quality test cases for improving the model quality.

o We evaluate QUOTE for two important DL model properties (i.e., robustness and fairness) on 8 benchmark
datasets (including 5 image datasets and 3 tabular datasets). Our experiments show that QUoTE is more
effective in improving model quality than state-of-the-art test case selection and generation works. Besides,
we release our implementation and experimental data for future research *.

This paper is a significant extension of our previous work published in ICSE 2021 [69], by extending the original
idea for robustness testing to a more challenging model property, i.e., fairness. We define the problem and also
provide extensive experiments on both tabular and image domain data, to demonstrate the effectiveness of our
approach for fairness testing. As a generic quality-oriented testing framework, future adaptions can be made to
extend QUOTE to other data domains (e.g., text/NLP) and more testing properties to improve the trustworthiness
of DL systems from different dimensions.

Lhttps://github.com/Testing4Al/QuoTe
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Fig. 2. An example DNN to predict cat or dog. Fig. 3. Comparison between traditional software and DL

system quality assurance after testing.

The remainder of the paper is organized as follows. We first provide the background of DL testing in Section 2.
We then present the details of QUOTE in Section 3. Extensive experimental results on multiple benchmark datasets
are in Section 4. Finally, we discuss related works in Section 5 and conclude in Section 6.

2 BACKGROUND
2.1 Deep Neural Networks

In this work, we focus on deep learning models, e.g., deep neural networks (DNNs) for classification. We introduce
a conceptual deep neural network (DNN) as an example in Fig. 2 for simplicity and remark that our approach is
applicable for state-of-the-art DNNs in our experiments such as ResNet [27] and VGG [62].

A DNN classifier is a decision function f : X — Y, which maps an input x € X (often preprocessed into a
vector) into a discrete class label y € Y = {1, 2, - - -, C}, where C is the total number of classes. A typical DNN
classifier is composed of L layers: {f1, f2,---, fi=1, L}, where f! is the input layer, I is the output layer?,
and f2,---, f=! are the hidden layers, as shown in Fig. 2. We use 0 to denote the parameters of f which assign
weights to each connected edge between neurons. Given an input x, we can obtain the output of each neuron ne
on x, i.e., §(x, ne), by calculating the weighted sum of the outputs of all the neurons in its previous layer and

then applying an activation function (e.g., Sigmoid, Tanh, or Relu). Given a dataset D = {(x;, y;)} ¥ i~;» a DNNis
often trained by solving the following optimization problem:
N
] L . .
min g7 2, £ 690 &)

where £ is a loss function that calculates a loss by comparing the model output fZ(x;) with the ground-truth label
y;. The most commonly used loss function for multi-class classification tasks is categorical cross-entropy [50].
The DNN is then trained by computing the gradient w.r.t. the loss for each sample in the dataset D and updating
the model parameters 6 accordingly.

2.2 DL Model Properties

In this work, we focus on two important and most commonly studied testing properties for DL models, i.e.,
robustness and fairness. Here, we provide a brief introduction and formal definitions of them.

2.2.1 Robustness Property. Intuitively speaking, robustness is the degree to which a system can function correctly
in the presence of invalid inputs or stressful environmental conditions [60]. For a DL system, we often use

2The output is a probability vector and the predicted class label is arg max L.
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robustness to measure the resilience towards perturbations (e.g., adversarial noise). Mathematically, the global
robustness of a DL model is defined as follows.

DEFINITION 1. Global Robustness. Given a DL model f : X — Y, model f is called (e, §)-globally-robust iff
Vx,x" € X, ||x = x|, £ e = ||f(x) - f(x")|| <5, wheree and || - ||, are the perturbation bound and the p-norm
for distance measurement respectively, while § represents the model tolerance.

Global robustness is theoretically sound, and yet extremely challenging for testing or verification [33]. To
mitigate the complexity, multiple attempts have been made to constrain the robustness into the local input space,
such as Local Robustness [29], CLEVER [77] and Lipschitz Constant [82]. These local versions of robustness are
not ideal either, i.e., shown to have their own limitations [31, 33]. For instance, CLEVER relies on the extreme
value theory, making it extremely costly to calculate (e.g., costs an hour for one seed). Nowadays, adversarial
robustness (i.e., accuracy against adversarial examples) is the most popular robustness evaluation method in
the machine learning security community due to its high efficiency and flexibility. The definition of adversarial
example is as follows.

DEFINITION 2. Adversarial Example. Given a DL model f : X — Y, a normal sample x € X and its ground
truth output g(x), x" is an adversarial example of model f by adding a slight perturbation on x (||x — x'||, < €)
that satisfies the condition: f(x") # g(x), i.e., a wrong prediction.

Fig. 4 shows an adversarial example x’ crafted by the most representative Projected Gradient Descent (PGD)
attack [48] (sampled from the CIFAR-10 dataset [37]), which fools the DL system to output a wrong label ‘ship’
while it is still an ‘automobile’ in human eyes by adding small perturbations. However, x and x” are totally
different in the perspective of the model, thus it usually gives a wrong answer with high confidence. Naturally, a
robust model should give consistent results for the neighbours of normal examples.

2.2.2  Fairness Property. Fairness is another desirable property that introduces great social impacts and has
gained increasing interests recently. However, there still lacks commonly agreed definition of fairness. In this
work, we focus on individual fairness/discrimination, which has been mostly studied in the fairness testing
literature [87, 89]. We first consider tabular (structural) data that each input consists of a set of attributes. The
intuition is that, given two samples that only differ by certain protected (or sensitive) attributes (e.g., race, gender
and age), a fair DL model should output the same label. The definition of individual discrimination is as follows.

DEFINITION 3. Individual Discrimination. Let A be the set of protected attributes and Z be the set of non-
protected attributes. Given a DL model f : X — Y, x € X is a discriminatory sample of model f if there exists
another sample x’ € X where x only differs from x” on A attributes (the remaining attributes keep same) that satisfies
the condition: f(x) # f(x’). Further, (x,x") is called a discriminatory sample pair.

ACM Trans. Softw. Eng. Methodol.
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Fig. 6. A simplified view of CycleGAN architecture. G4—,g and Gp_, 4 are the generators that map input from domain A
to target domain B and B to A respectively. D4 and Dpg are the discriminators that distinguish whether the input is ‘real’.
The orange and blue solid circles represent the data in domain A and B respectively. The hat symbol indicates the data is
synthesized. Objective (2) and (3) will be optimized jointedly in the training process of CycleGAN.

Here, we use the Census Income dataset [36] as a running example for a better illustration. The task is to
predict whether the income of an adult is above 50,000$ based on their personal information. The dataset contains
more than 30K training samples with 13 attributes each. The following shows two samples x and x”:

x:[4,0,6,6,0,1,2,1,1 (male),0,0,40,100] — x” : [4,0,6,6,0,1,2,1,0 (female),0,0, 40, 100]

Among the 13 attributes, there are multiple potential protected attributes, i.e., age, race, and gender. Here, we
assume the protected attribute is gender for simplicity, whose index in the feature vector is 8 (highlighted with
bold). There are only two different values for this attribute, i.e., 1 representing male and 0 representing female.
Given a DL model trained on the dataset, if changing male to female (denoted as x’) changes the prediction by
the model, we say that x is a discriminatory sample for the model, and (x, x”) is a discriminatory sample pair.

Note that tabular data is now still the main study object for the fairness testing problem while image data is
much less explored. Rather than explicitly manipulating the discrete value for tabular data as above, the fairness
testing becomes much more challenging for the high-dimensional image domain, since manipulating the protected
attributes (e.g., race and gender) for images is not intuitive as they are implicit in the input feature space and
need to be handled in the semantic level. To address this problem, we adopt an image-to-image transformation
technology CycleGAN [90] to help transform images across the protected attributes while preserving other
information according to Def. 3. As shown in Fig. 6, CycleGAN provides a mechanism to transfer from domain A
to domain B and B to A respectively with two generative models, i.e., Ga—,g and Gp_, 4. Similar to traditional
GAN [21]; CycleGAN contains two discriminators D4 and Dg to distinguish whether the input is ‘real’, ie.,
generated by the generative model or from the original dataset in the corresponding domain. To ensure that the
output of generator G4, (i.e., Ga—p(a)) is in the data distribution of the target domain B, the consistency loss
is introduced to make the synthesized inputs more realistic. Thus, the total loss consists of three parts, the loss
of generators; the loss of discriminators and the cycle consistency loss, and the four models will be optimized
jointedly during the training process.

Fig. 5 shows a discriminatory sample pair (x, x") generated by manipulating the person’s race (from domain
‘Caucasian’ to ‘African’) in a natural way, which makes the model output inconsistent predictions. There are three
key factors influencing the generation results. The first is the protected attribute to cross. Attributes such as gender
can be hard to be transformed well since the related features are complex (often entangled). The second is the
data in two domains used for training GANs. We use a large-scale high-quality dataset (BUPT-Transferface [71])
on which is costly to train models (more than one day with a GTX 1080 Ti), while adopting other small datasets
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inevitably leads to poor transformation performance due to that the features can not be fully extracted (i.e.,
underfitting condition). The third can be the training setting, and we adopt the recommended configuration
in [90] to achieve balanced transformation results.

2.3 Deep Learning Testing

Deep Learning testing (DL testing) refers to activities designed to reveal the differences between existing and
required behaviors of a DL system w.r.t. different kinds of model properties [86]. In the following, we briefly
introduce representative testing methods for the two properties and provide pointers for more details.

2.3.1 Robustness Testing. Most existing robustness testing works are based on neuron coverage [55] or its
variants [45], aiming to generate test cases to achieve a higher neuron coverage. Simply speaking, a neuron
ne is covered if there exists at least one test case x where @(x, ne) is larger than a threshold and thus has been
activated. DeepXplore [55] is the first testing work for DL, which proposes the first testing metric, i.e., neuron
coverage, and a differential testing framework to generate test cases to improve the neuron coverage. DLFuzz [25]
and DeepHunter [81] improve DeepXplore under the guidance of neuron coverage defined in [55] and multi-
granularity neuron coverage metrics defined in [45] respectively. DeepCT [44] proposes a novel coverage metric
that considers the combination of different neurons at each layer. ADAPT [40] adopts multiple adaptive strategies
to generate test cases that could significantly improve the neuron coverage metrics defined in [45], and achieves
state-of-the-art performance. Besides the above robustness testing methods, popular adversarial attacks in the
machine learning security community such as FGSM [22], PGD [48], JSMA [53] and C&W [10] are also used to
generate test cases in multiple works [17, 35, 75].

2.3.2 Fairness Testing. Compared to robustness, fairness testing is much less explored (still lacking specifically
designed testing metrics). In terms of test case generation, Themis [19] is the first fairness testing method,
which explores the input domains for all attributes through random sampling and then checks whether the
generated samples are discriminatory. AEQUITAS [68] improves Themis by adopting a two-phase (global and
local) generation framework to systematically search the input space, which is guided by a distribution that
describes the probability of finding a discriminatory sample. ADF [87] improves the search strategy through
adversarial sampling and has been demonstrated to be more effective in generating discriminatory samples.
Despite the considerable progress, existing fairness testing works mainly focus on structural data, while complex
image data is rarely investigated. DeepFAIT [88] is a recent work that designs specifically for high-dimensional
image data, which adopts GAN [21] for crossing sensitive attributes and proposes several strategies to generate a
variety of unfair sample pairs.

2.4 Test Case Selection

Test case selection is crucial for improving the model properties with a limited retraining budget and reducing
the labeling effort [28, 46]. The key of the selection is to quantitatively measure the value of each test case. Deep-
Gini [17] was recently proposed to select the most informative test cases that are more likely to be misclassified
by the model to guide the model retraining process, which is demonstrated to be more effective than neuron
coverage-based metrics on improving model robustness. MCP [61] is another uncertainty-based metric, which
selects the test cases close to the decision boundaries by the top-2 probabilities. Surprise Adequacy [35] metrics
including LSA (likelihood-based) and DSA (distance-based) are utilized to select test cases with larger surprise
values [7]. PRIMA [75] was proposed to select test cases via intelligent mutation analysis based on designed
mutation rules. A recent work DAT [28] makes an empirical study on the performance of several selection metrics
for model enhancement under different data distributions.

ACM Trans. Softw. Eng. Methodol.
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2.5 Model Retraining

Model retraining is demonstrated to be an effective way to improve the quality of a model [3, 16, 35], by rectifying
the prediction results of a model on the test cases generated by testing algorithms (e.g., DeepXplore [55] and
DeepTest [66]). Retraining is usually done by adding the vulnerability-exposing test cases to the original training
dataset, while the training settings such as model structure and loss function keep the same. We make a brief
comparison between traditional software testing and DL testing in Fig. 3. Although many testing methods (e.g.,
random testing [52], symbolic execution [8], concolic testing [72] and fuzzing [20]) can be applied to identify
vulnerabilities or bugs for both the traditional software and the DL systems, the workflow differs after testing is
done, i.e., the quality of traditional software is enhanced by patching the found bugs, whereas DL systems are often
improved by utilizing the found buggy inputs in different ways, e.g., retraining [3, 16, 17] or repairing [42, 84].
Such improvement is guaranteed by patching bugs identified through testing in traditional software (assuming
regression bugs are not frequent), i.e., the usefulness of a bug-revealing test for traditional software requires no
justification. While for DL systems, the usefulness of a test case can only be judged by taking into account the
retraining step. That is, the contribution of each test case to the quality improvement through retraining can be
quite different.

2.6 Problem Definition

Unlike existing DL testing methods which focus on finding error cases, our goal is to design an end-to-end
quality-oriented testing framework to improve a certain model property via testing. We consider two important
properties in this paper, i.e., robustness and fairness. Naturally, two key problems need to be answered: 1) how
can we design testing metrics which are strongly correlated with model robustness and fairness? 2) how can we
automatically generate test cases favoring the proposed testing metrics?

3 THE QUOTE FRAMEWORK

In this section, we present QUOTE, a novel quality-oriented framework for testing and enhancing (with respect
to robustness and fairness) DL systems automatically. The overall framework of QUOTE is shown in Fig. 1. We
assume that a requirement on the specified testing property (introduced in Section 2.2) is provided in prior for
quality assurance purposes. Note that the requirement is likely application-specific, i.e., different applications
may have different requirements. For instance, the user may require the retrained model should mitigate 80% of
adversarial examples (potentially from an oracle). We consider such empirical evaluation to be practical.

QUuOTE integrates the DL (re)training into the testing framework. It starts from the initial training dataset Dy,
and trains an initial DNN f; in the standard way. Then, it applies a fuzzing algorithm (see Section 3.5) which is
guided by our proposed testing metrics (see Section 3.3) to generate a new set of test cases D;, for retraining the
model f, to improve the specified property P. The retraining step distinguishes QUOTE from existing DL testing
work and it places a specific requirement on how the test cases in D, are generated and selected, i.e., the test
cases should be helpful in improving fy’s property P after retraining. QUOTE iteratively generates the test suite
Dy and retrains the model f,, at each iteration. Afterwards, it checks whether the property of the new model f;,
is satisfactory using an independent quality validation dataset D,,, probably subject to an acceptable degrade
of the model’s accuracy on normal data. If the answer is yes, it terminates and outputs the enhanced model f,;
otherwise, QUOTE continues until the requirement is satisfied or the testing budget is exhausted.

Notice that in this work, we consider mainly faults related to training data quality among all the possible DL
faults [30] and one possible fix scenario (i.e. model retraining by enriching training data rather than changing the
DL model architecture or hyper-parameters), thus QUoTE is a complementary to testing works focus on fixing
fundamental issues such as network design or implementation. In the following, we illustrate each component of
QUOTE in detail.

ACM Trans. Softw. Eng. Methodol.
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3.1 Empirical Evaluation for Model Properties

In this work, we focus on two important testing properties for DL systems, i.e., robustness and fairness. Although
many DL testing works in the literature claim a potential improvement on the DL model property by retraining
using the generated test suite, such a conjecture is often not rigorously examined. This is partially due to the
ambiguity associated with terms such as robustness. For instance, the evaluations of [55, 64, 66, 81] are based on
the empirical accuracy of the validation set [86].

Based on the definitions in Section 2.2, we adopt the following empirical definitions for robustness and fairness
in QUOTE, which are commonly used for model quality evaluation in the machine learning community with
respect to the testing properties [9, 48, 73, 74, 85, 87].

DEeFINITION 4. Empirical Robustness (ER). Given a DL model f : X — Y and a validation set D, =
{(x,-,yi)}?il, we define its empirical robustness u : (f,D,) — [0,1] asyr = ﬁ Z?’I 1(f(x;) = y;), ie., the ac-
curacy of f on D,,.

DEFINITION 5. Empirical Fairness (EF). Given a DL model f : X — Y and a validation set D,, = {(x;, x{)}?ﬁl,

we define its empirical fairness yi : (f,D,) — [0,1] as yr = ﬁ wa 1(f(x;) = f(x])), i.e., the consistency (or
non-discrimination) of f on Dy,.

Note that the selection of D, is crucial for the practical evaluation of the model quality and it is still an open
research problem on how to form D,,. In practice, users often adopt different adversarial attacks (e.g., PGD for
robustness [48] and ADF for fairness [87]) to construct such a validation set using adversarial/discriminatory
samples. This empirical view is testing-friendly and facilitates QUOTE to efficiently compare the quality of models
before and after testing (retrained). Moreover, it is also practical, as it connects the evaluation with many existing
adversarial attacks and testing techniques.

3.2 A General View of QuoTE

Alg. 1 presents the high-level algorithmic design of QUOTE for the workflow of DL testing on a specific model
property P (e.g., R stands for Robustness and F for Fairness) based on Def. 4 and Def. 5. The initially trained
model fj is given as an input to the algorithm and the testing and retraining iterations in QUOTE are conducted
within the main loop (Line 2-6). The loop continues until the user-specified empirical quality requirement r is
satisfied (Line 2) or the computational budget is exceeded. QUOTE aims to bridge the gap between DL testing and
retraining. Let Test (Line 3) denote a fuzzing algorithm (guided by certain metrics) to generate test cases to find
defects on property P. The objective of quality-oriented testing is to improve the property P through testing.
Formally, given a deep learning model f, the goal of QUOTE at each iteration is to improve the following:
D]

o1 L
EP(min 757 0, Losusnen( .91 Do) @

where EP represents ER (Def. 4) when the target model property P is Robustness. Intuitively, the testing metric
should be designed in such a way that after retraining with the generated test cases, objective (2) is improved.
This objective directly links the testing metric to the model property.

In the remaining section, we realize the testing method in Line 3 by answering two questions: 1) How should
we design test metrics that are strongly correlated with the model properties? and 2) How can we select and
generate valuable test cases guided by the proposed metrics for model enhancement?

3.3 Property-correlated Testing Metrics

Our first goal is to design testing metrics that are strongly correlated with model properties for testing. Let’s
begin with the robustness property.

ACM Trans. Softw. Eng. Methodol.



10 « Jialuo Chen, Jingyi Wang, Xingjun Ma, Youcheng Sun, Jun Sun, Peixin Zhang, and Peng Cheng

Algorithm 1 QUoTE (fy, D, Dy, 1)
1: Initial model f = f,

2: while EP(f, D,) < r and not exceed the computational budget do
3 Dy « Test(f,D)

4 D« DUD;
5
6
7

Update f by further training the model with D,
: end while
: return Enhanced model f on property P

3.3.1 Robustness-oriented Metrics. We note that there have been some efforts to modify the standard training
procedure (Obj. 2) in order to obtain a more robust model. For instance, the most effective and successful approach
so far is robust training [48, 73], which incorporates an adversary in the training process.so that the robustness
of the trained model can be enhanced by minimizing the loss of adversarial examples iteratively (also known as
the Min-Max optimization problem):

1 c L./
min ; Hx;?}c?ffpgeﬂf (7). i) 3)

At the heart of robust training is to identify a strong (ideally worst-case) adversarial example x” around® a
normal example x and train the model so that the loss on the strong adversarial example can be minimized. This
inspires us to consider DL testing analogously in terms of how we generate test cases (around a normal example)
and retrain the model with the test cases to improve the model robustness. The key implication is that when we
design robustness-oriented testing metrics to guide testing, we should evaluate the usefulness of a test case from
a loss-oriented perspective.

Let xo be the seed for testing. We assume that a test case x' is generated in the neighborhood e—ball around
X, i.e., {x| [|x — xo||, < €} using a given testing method. The main intuition is that a test case which induces a
higher loss is a stronger adversarial example, which is consequently more helpful in training robust models [48]
and relevant to improving the model robustness through retraining. Based on this intuition, we propose two
levels of testing metrics on top of the loss as follows.

1) Zero-Order Loss (ZOL). The first metric directly calculates the loss of a test case with respect to the DL
model. Formally, given a test case x! (generated from seed x), a DL model f, the loss of x’ on f is defined as:

ZoL(x", f*) = L(f*(x").y), (4)

where y is the ground-truth label of x, and L is the categorical cross-entropy loss function. For test cases generated
from the same seed, we prefer test cases with higher losses, which are supposed to be more helpful in improving
the model robustness via retraining.

2) First-Order Loss (FOL). The loss of the generated test cases can be quite different for different seeds and
models It is generally easier to generate test cases with high losses around seeds, which unfortunately do not
generalize well. Thus, ZOL is unable to measure the value of the test cases in a unified way. To address this
problem, we propose a more fine-grained metric that could help us measure to what degree we have achieved the
highest loss in the seed’s neighborhood. The intuition is that, given a seed input, the loss around it often first
increases and eventually converges if we follow the gradient direction to modify the seed [48]. Thus, a criterion
that measures how well the loss converges can serve as the testing metric. A test case with better convergence

3A e—ball defined according to a certain L, norm.
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quality corresponds to a higher loss than its neighbors. Next, we introduce First-Order Stationary Condition
(FOSC) to provide a measurement on the loss convergence quality of the generated test cases.

Formally, given a seed input xo, its neighborhood area X = {x| ||x — xo||, < €}, and a test case x*, the FOSC
value of x’ is calculated as:

c(x") = maxyeex(x — x', V. h(8, x")), (5)

where h(6, x') = L(f*(x"),y). In [73], it is proved that the above problem has the following closed form solution
if we take co—norm for X:

c(x") = €l[Vxh(0, x")Ih = (x" = x0, Vich(0,x")). (6)

However, many existing DL testing works generate test cases from the L, norm neighborhood, making the
above closed-form solution for L., unavailable. We thus consider solving the formulation in Eq. 5 with L, norm
and obtain the solution as follows:

o(x) = €l|Vh(0, x")|l2. (7)

ProoF. According to Cauchy-Schwarz inequality:
I(x — x', V. h(0,x"))|* <
(x = x",x —x)y - (V h(0,x"), V. h(8,x")) <
e (IVh(8, x")l2)°.
Since there must exist x € X such that x — x* and Vh(0, x") are in the same direction, we thus have:
max [(x — x', Vih(0,x"))* = € - (||Vsch(8, x")||o)*.
Finally, we have:
c(x') = max [{x — x", Vi h(0, x))| = € - |[Vh(0, x")|]2.

O

Note that FOSC (or FOL) (in both Eq. 6 and Eq. 7) can be calculated efficiently, whose main cost is a one-time
gradient computation (easy to obtain with all the DL frameworks). The FOL value represents the first-order loss
of a given test case. The loss of a test case converges and achieves the highest value if its FOL value equals zero.
Thus, a smaller FOL value means a better convergence quality and a higher loss relatively.

3.3.2 Fairness-oriented Metrics. Different from the robustness-oriented metrics, we need to evaluate the use-
fulness of a discriminatory sample pair using joint loss for the fairness property. Intuitively, a discriminatory
sample pair which induces a higher joint loss is more helpful in reducing the discrimination.

Let xo be the seed for testing. We assume that a test case (i.e., discriminatory sample) x} is generated around
xo and (x{, x}) is an identified discriminatory sample pair (see Def. 3) through fairness testing techniques like
[19, 68]. We adapt the ZOL metric for joint loss of fairness property as follows:

c
ZOL((x}, x3), f) = = ) fiH(e}) log fxp), ®)

where f(x) is the probability output of label i and C is the total number of classes. This objective aims to impose
the model to output similar predictions for (x}, x;) for reducing the individual discrimination towards to sample
x|. Based on Eq. 8, we could obtain the corresponding FOL metric for the fairness property according to Eq. 6
and Eq. 7 straightforwardly.

ACM Trans. Softw. Eng. Methodol.
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Algorithm 2 KM-ST(Dy, k, n)

: Let DS =0

Let FOL 4 and FOLy,;,, be the maximum and minimum FOL values of D, respectively
: Equally divide range [FOL,,ip, FOLpqy] into k sections KR = [Ry, Rz, - -+, Ry ]

: for each range R € KR do

Randomly select n/k samples D, from D; whose FOL values are in R

Ds = Ds UD,

: end for

: return Dg

3.3.3 Comparison with Neuron Coverage Metrics. Compared to existing neuron coverage metrics [45; 55], our
proposed loss-based metrics have the following main advantages. First, both our ZOL and FOL testing metrics
are strongly correlated to the adversarial strength of the generated test cases regarding on the certain model
property. Thus, our metrics can serve as strong indicators of the degree of satisfying the property after retraining.
Second, our metrics are also able to measure the value of each test case in retraining, which further helps us
select valuable ones from a large number of test cases to reduce the heavy retraining cost. Moreover, our metrics
are structure-unaware, which work without the need to keep a heavy map of neuron activations as in the case of
existing coverage metrics, and thus, are lightweight and easy to calculate.

3.4 FOL-Guided Test Case Selection

In the following, we show the usefulness of the proposed metrics through an important application, i.e., test case
selection from a massive amount of generated test cases. Note that by default, we use the FOL metric hereafter
due to the limitation of ZOL as described above.

Test case selection is crucial for improving the model with respect to the property with a limited retraining
budget. The key of the selection is to quantitatively measure the value of each test case. So far, this problem
remains an open challenge. Prior work like DeepGini [17] has been proposed to calculate a Gini index of a test
case x from the model’s output probability distribution:

c
DeepGini(x, f) =1 - ZfiL(xt)z. 9)

DeepGini’s intuition is to favor those test cases with the most uncertainty (i.e., a more flat probability distribu-
tion) under the current model’s prediction. The larger the DeepGini value is, the higher the uncertainty.

Compared to DeepGini, our FOL metric contains fine-grained information at the loss level and is strongly
correlated with certain model testing properties. Given a set of test cases D;, we introduce the following two test
case selection strategies based on the FOL distribution to select a subset Ds; C D; for retraining the model. Let
Dy = [x1,%3,-++ ,xp] be a ranked list in descending order according to the FOL value, i.e..Vi € [1,M — 1], we
have FOL(x;) > FOL(xj+1).

1) K-Multisection Strategy (KM-ST). The idea of KM-ST is to uniformly sample the FOL space of D;, and
Alg. 2 shows the details. Assume we need to select n test cases from D;. We first equally divide the range of FOL
into k sections (KR) at line 3. Then for each range r € KR, we randomly select the same number of test cases
at line 5. We also consider the pure random strategy (RAND) without the range segmentation for comparison.
An extreme case is that the FOL values of D, follow a constant distribution, and there would be no difference
between the two strategies from the loss convergence perspective.
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Algorithm 3 FOL-Fuzz(f, seeds_list, €, Ir, k, A, iters)

1: Let fuzz_result =0
2: for seed € seeds_list do

3: Maintain two lists s_list; = s_list, = {seed}
4: Obtain FOL,,,qx = FOL,in = FOL(seed)

5 while s_list; is not empty do

6: Obtain a seed x = s_list;.pop()

7: Letx" =x

8: for iter = 0 to iters do

9: Set optimization objective Obj, as Eq. 10
10: Obtain grads = ng:f“
11 Obtain perb = processing(grads, Ir)
12: Obtain x” = x’ + perb

13: Obtain dis = Dist(x, x")

14: if FOL(x") = FOLp,4x and dis < € then
15: FOLqx = FOL(x")
16: s_list;.append(x”)
17: if satisfactory(x’) then

18: fuzz_result.append(x’)

19: end if
20: end if
21: end for
22: end while
23: while s_list; is not empty do
24: Obtain a seed x = s_listy.pop()
25: Letx’" = x
26: for iter = 0 to iters do
27: Set Obj4 as Eq. 10 (opposite to line 9)
28: Repeat line 10 to 13
29: if FOL(x") < FOL,;, and dis < ¢ then
30: FOL i = FOL(x")
31 s_listy.append(x”)
32: Repeat line 17 to 19
33: end if
34: end for
35: end while
36: end for

37: return fuzz_result

2) Bi-End Strategy (BE-ST). The idea of BE-ST is to form D; by equally combining test cases with small and

large FOL values. This strategy mixes test cases of strong and weak adversarial strength in the context of the
model loss landscape, which is inspired by a recent work on improving standard robust training [34]. Given a
ranked D;, we hope to take a number of test cases from the two ends of the list to compose Ds;.

ACM Trans. Softw. Eng. Methodol.
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Algorithm 4 DiscriminationCheck(x)

1: for each element ¢ in x do

2 if t € 14 then > I4 is the valuation domain of the protected attributes.
3 for vinI4\{t} do

4 Obtain x’ by replacing t in x with v

5: if f(x) # f(x’) then

6: return True

7 end if

8 end for

9: end if
10: end for

11: return False

3.5 FOL-Guided Fuzzing

Next, we introduce a simple yet efficient fuzzing strategy to generate test cases based on FOL. Note that since
we have no prior knowledge of the FOL distribution, we are not able to design a fuzzing strategy for KM-ST.
Instead, we design a fuzzing algorithm for the BE-ST strategy. The idea is to greedily search for test cases in two
directions, i.e., with both small and large FOL values.

Alg. 3 presents the details. The inputs include the model f, the list of seeds to fuzz seeds_list, the perturbation
bound e, the learning rate Ir, the number of labels for optimization k, the weight A on how much we favor FOL
during fuzzing and lastly the number of iterations iters for one seed. For each seed in the seeds_list, we maintain
two lists of seeds s_list; and s_list, at line 3 for two directions. After obtaining a seed x from s_list; (line 5),
we iteratively add perturbation on it from line 7 toline 21 in the increasing direction guided by FOL (opposite
direction for s_list, at line 24 to 34). We set the following generic objective Obj for optimization (line 9, 27):

Obja = objp + A - FOL(x") (10)

For the robustness property, we set objp as an adversarial objective as objp = Z{-‘zz chi(x’) - chl(x'), where
¢; is the label with the it largest softmax probability of fL(x) (e.g., c; is the maximum), fCI;(x) is the softmax
output of label ¢;. The idea is to guide the perturbation towards changing the original label (i.e., generating an
adversarial example) whilst increasing or decreasing the FOL value conditionally. While for fairness, there are
two strategies for finding discriminatory sample pairs. AEQUITAS [68] uses random perturbations, while ADF
[87] applies adversarial perturbations. Our empirical evaluation shows that the latter strategy is more effective in
finding discrimination samples (more than 5x on average). Thus, we follow [87] to set objP = | fCI;(x’ ) — fCI;(x)|
as an adversarial objective similarly for finding the target sample x}, and then checking whether there exists a
discriminatory sample pair (x!, x}) following Alg. 4.

We then obtain the gradient of the final objective (line 9) and calculate the perturbation based on the gradient by
multiplying the learning rate Ir and a randomized coefficient to reduce the chance to have duplicate perturbations
(line 11). We run two kinds of checks to achieve the BE-ST strategy respectively (line 14 and 29). If the FOL value
of the new sample after perturbation (x’) is either larger (line 14) or smaller (line 29) than the threshold, we add
x’ to the seed list (line 16 and 31). Furthermore, we add x’ to the fuzzing result if it satisfies the check (line 17
and 32). For robustness, the check is satisfied if x” has a different label with the original seed x, while for fairness,
the check is satisfied if x” is a discriminatory sample (i.e., there exists another x”’ such that (x’, x"") makes a
discriminatory sample pair according to Def. 3). Note that compared to coverage-guided fuzzing algorithms
which need to profile and update neuron coverage information [40, 81], our FOL-guided fuzzing algorithm is
much more lightweight, i.e., whose main cost is to calculate a gradient at each step.

ACM Trans. Softw. Eng. Methodol.



QuoTe: Quality-oriented Testing for Deep Learning Systems « 15

Hyper-parameters. Our algorithm (Alg. 3) involves 5 hyper-parameters totally, €, Ir, k, A and iters. Assigning
appropriate values to them is important for the fuzzing process. The first two hyper-parameters € and Ir influence
the adding perturbation perb (line 11) directly. For instance, with small € and Ir values often fails to make notable
perturbations on the test cases, while with large values makes the generated inputs far away from the oracle.
We set € to 0.5 (after Dist calculation) and Ir to 0.1 respectively following ADAPT [40]. Hyper-parameter k is
the number of labels in 0bjp which controls the diversity of target labels. For example, if k is 2, the target label
during optimization will be always the label with the second largest score. We set k to 5 following existing testing
works, i.e., DeepXplore [55] and DLFuzz [25]. Hyper-parameter iters is the maximum number of iterations for
one seed to find the satisfying input, we set it to 3 to perform multiple times within the testing budget. Lastly,
hyper-parameter A in Eq. 10 controls how much the FOL metric is favoured during the joint optimization process.
Intuitively, if A is very small (e.g, 0.1), the diversity of the generated test cases will be limited due to the lack
of search. We set A to 1.0 to better balance the guidance of the testing metric and the adversarial objective. In
experiments, we manually fix the values as above and leave further exploration on tuning these hyper-parameters
for boosting the performance as future work.

4 EXPERIMENTAL EVALUATION

In the following, we evaluate QUOTE through multiple experiments.

4.1 Experiment Settings

4.1.1  Properties, Datasets and Models. In this work, we focus on two main properties for DL testing, i.e., robustness
and fairness. In total, we adopt 8 benchmark datasets widely used in the literature for the evaluation, including
5 image datasets (4 for robustness and 1 for fairness) and 3 tabular datasets (all for fairness). We first briefly
introduce the five image datasets. MNIST [39] is a handwritten digits (from 0 to 9) dataset, consisting of 70,000
images with size 28 X 28 x 1. FASHION [80] is a fashion products (e.g., coat, shirt) dataset, consisting of 70,000
images with size 28 X 28 X 1. SVHN [51] is'a house number dataset that contains 99,289 natural scene images with
size 32 X 32 X 3. CIFAR-10 [37] has 60,000 images with size 32 x 32 X 3. FairFace [32] is a collection of 108,501
race-balanced face images with size 224 x 224 X 3. We train an age classifier and take it as a challenging benchmark
for the fairness research due to the high complexity. For the three tabular datasets, Census Income [36] has
been introduced in Section 2.2.2: German Credit [14] consists of 600 items with 20 attributes, aiming to give an
assessment of individual’s credit based on personal records. Bank Marketing [49] contains 45,211 items with 16
attributes, which is used to predict whether the client would subscribe to a term deposit.

For each image dataset, we use two different widely used DNN model structures for evaluation. We only
consider one standard model structure for tabular data with low input dimensions. The details of all the datasets
and models are summarized in Table 1. Note that ‘ConvNet-1/2’ are mainly composed of multiple convolutional
layers and ‘MLP-6’ is composed of fully-connected layers only.

4.1.2 Test Case Generation. To generate test cases for model quality evaluation in practical, we adopt 2 adversarial
attacks [22, 48] and 3 testing approaches [25, 40, 55] for the robustness experiments and 3 testing approaches
for fairness [68, 87, 88]. We summarize all the configurations in Table 2. Specifically, for DeepXplore [55], two
extra models are used for differential testing, which are trained independently with the same structure but
under different training settings, i.e., different optimizers (SGD and Adam) and training epochs (0.5% and 2X).
DeepFAIT [88] is a systematic fairness testing framework proposed recently for the image domain. It utilizes
GAN s to realize semantic transformations across different protected attributes, and designs three strategies (i.e.,
Random Generation, Gaussian Injection and Gradient-based Generation) to help generate a variety of unfair
sample pairs. Following the original paper’s configuration, we use BUPT-Transferface [71] as an auxiliary dataset
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Table 1. Testing properties, datasets and models.

Testing Property Dataset Domain Model #Layers #Parameters Accuracy
LeNet-5 7 107.8K 99.02%
MNIST [39] Image
LeNet-1 5 7.2K 98.59%
LeNet-5 7 107.8K 90.70%
FASHION [80] Image
ConvNet-1 8 594.9K 91.83%
Robustness LeNet-5 7 136.9K 88.84%
SVHN [51] Image e : e
ResNet-20 20 274.4K 92.30%
ConvNet-2 12 2.91M 84.84%
CIFAR-10 [37] Image
ResNet-20 20 274.4K 90.39%
Census Income [36] MLP-6 6 3.7K 88.15%
German Credit [14]  Tabular MLP-6 6 4.1K 100.0%
Fairness Bank Marketing [49] MLP-6 6 3.9K 92.26%
. ResNet-50 50 23.53M 92.36%
FairFace [32] Image
VGG-16 16 134.30M 84.65%

to train the semantic transformer on race, and then generate mixed test cases through different generation
strategies.

4.1.3  Test Case Selection. We adopt a recent work DeepGini [17] (GINI) and the pure random strategy (RAND)
as the baselines of the test case selection. Recall that DeepGini calculates a Gini-index (Eq. 9) for each test case
according to the output probability distribution of the model (details in Section 3.4). While for RAND, each test
case has the same probability of being chosen from the data pool.

4.1.4 Empirical Evaluation. We adopt Def. 4 and Def. 5 to empirically evaluate the robustness and fairness of a
model before and after testing (and retraining) respectively. For robustness, we compose the quality validation set
D,, for each dataset by combining the adversarial examples generated by FGSM [22] and PGD [48]. For fairness,
we compose the validation set D, by combining the generated discriminatory sample pairs using AEQUITAS [68]
and ADF [87] for tabular data, while using DeepFAIT [88] for image data.

4.2 Research Questions

RQ1: What is the correlation between our FOL metric and model testing properties?

For each dataset/model pair (e.g., MNIST/LeNet-5), we first prepare three models with different robustness
or fairness levels. The first model (Model 1) is the original trained model. The second model (Model 2) is an
enhanced model which is retrained by augmenting 5% of the generated test cases D, and is more robust/fairer
than Model 1 through empirical evaluation. The third model (Model 3) is an enhanced model which is retrained
by augmenting 10% of the generated test cases and is considered to be the most robust/fair.

Robustness property. For each model, we conduct attacks to obtain the same number of test cases (i.e.,
adversarial examples) which are independent to the set used for model retraining. We then calculate and show
the FOL distribution of the generated adversarial examples for different models in Fig. 7. We observe that there
is a strong correlation between the FOL distribution of these adversarial examples and the model robustness.
Specifically, the adversarial examples of a more robust model have smaller FOL values. This is clearly evidenced
by Fig. 7, i.e., for every dataset/model pair, the probability density is intensively distributed around zero for
Model 3 (the most robust model) while steadily expanding to larger FOL values for Model 2 and Model 1 (with
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Table 2. Test case generation details.
Testing Method Parameter MNIST FASHION SVHN CIFAR-10
FGSM [22] Step Size 0.3 03 0.03 0.01
Steps 10 10 10 10
PGD [48] Ps
Step Size 0.3/6 0.3/6 0.03/6 0.01/6
DeepXplore [55] Relu Threshold 0.5 0.5 0.5 0.5
DLFuzz [25] Distance Bound 0.5 0.5 0.5 0.5
ADAPT [40] Fuzzing Time Per Seed 10s 10s 10s 20s
Testing Method Parameter Census Credit Bank
AEQUITAS [68] Max Iteration 10 10 10
ADF [87] G/L Step Size 1.0/1.0 1.0/1.0 1.0/1.0
Protected Attribute Age, Race, Gender Age, Gender  Age
Testing Method Parameter FairFace
Max Iteration 10
DeepFAIT [88] G/L Step Size 5.0/1.0
Protected Attribute Race
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Fig. 7. The FOL distribution of adversarial examples for models with different robustness levels.

Model 1 larger than Model 2). The underlying reason is that a more robust model in general has a more flat loss
distribution and thus a smaller FOL value (which is calculated based on the loss gradient).

Table 3 further validates our observation. Specifically, for each dataset/model pair, six models with different

robustness (or fairness) levels are used for calculating the Pearson correlation coefficients [4] with the FOL values.
The absolute coefficient value is larger than 0.8 (a high correlation) for 15 times out of 16, and 10 times for the
value is larger than 0.9 (a very high correlation). Moreover, the FOL distribution is also influenced by model
structures and datasets to a large extent generally. For instance, the FOL range of CIFAR-10/ConvNet-2 is more
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Fig. 8. The FOL distribution of discriminatory sample pairs for models with different fairness levels.
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Fig. 9. The FOL distribution of adversarial examples from Fig. 10. The FOL distribution of discrimination sample
FGSM and PGD for the CIFAR-10 model. pairs from ADF and AEQUITAS for the Credit model.

narrow than that of CIFAR-10/ResNet-20. While comparing across datasets, FASHION has the widest FOL value
range (multiple times larger than others), showing a much more flat FOL distribution.

In addition, we find that adversarial examples crafted by stronger attacks have smaller FOL values. Fig. 9
shows the FOL distribution of adversarial examples from attacking the CIFAR-10 model with FGSM and PGD
respectively (see Fig. 14 for other models in Appendix A). We observe that adversarial examples from PGD
have significantly smaller FOL values than FGSM. The reason is that stronger attacks like PGD are generating
adversarial examples that have better loss convergence quality and induce relatively higher loss.

Fairness property. Similarly, we obtain the same number of discriminatory sample pairs for each model
with respect to certain protected attributes. Fig. 8 shows the FOL distribution of discriminatory sample pairs
for different models for tabular data (left 3 columns) and image data (right 1 column). The general observation
is consistent with that of the robustness property. Due to a much larger model capacity, the FairFace model’s
fairness converges more slowly (e.g., the difference between Model 1 and Model 2) compared to that of tabular
models. The absolute Pearson coefficient values between FOL and fairness as shown in Table 3 are all larger than
0.8. Therefore, there is still a strong correlation between the FOL distribution of discriminatory sample pairs and
the model fairness, i.e., the discriminatory sample pairs of a fairer model have smaller FOL values.
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Table 3. Pearson correlation coefficients [4] (absolute value in range [0,1]) between the FOL metric and the empirical testing
properties on different models, and a larger value stands for a higher correlation [2, 59].

Dataset Model FOL/Robustness Coef. Abs. Dataset Model  Proc. Attr. FOL/Fairness Coef. Abs.
LeNet-5 0.8243 Census MLP-6 Age 0.9927
MNIST
LeNet-1 0.8809 Census MLP-6 Race 0.9677
LeNet-5 0.8908 Census MLP-6 Gender 0.9951
FASHION
ConvNet-1 0.9087 Credit MLP-6 Age 0.9756
SVEN LeNet-5 0.9803 Credit MLP-6 Gender 0.9898
ResNet-20 0.7869 Bank MLP-6 Age 0.8518
ConvNet-2 0.9939 . ResNet-20 Race 0.9825
CIFAR-10 FairFace
ResNet-20 0.9912 VGG-16 Race 0.8194

Moreover, for the two testing algorithms used for generating discriminatory sample pairs, i.e., ADF and
AEQUITAS, there is a clear difference between their FOL distribution as shown in Fig. 10 (see Fig. 15 for other
attributes in Appendix A). Specifically, ADF generates more discriminatory sample pairs with low FOL values,
while AEQUITAS has a relatively flat FOL distribution, which indicates that ADF might be a stronger fairness
attack than AEQUITAS.

We thus have the following answer to RQ1:

Answer to RQ1: FOL is strongly correlated with model robustness/fairness, and a more robust/fairer
model has smaller FOL values for adversarial examples/discriminatory sample pairs.

RQ2: How effective is our proposed FOL metric for test case selection?

To answer the question, we first generate a large set of test cases using different methods, and then adopt
different test case selection strategies (i.e., BE-ST, KM-ST, RAND and GINI) to select a subset of test cases with
the same size to retrain the model. A selection strategy is considered to be more effective if the retrained model
with the selected test cases shows better robustness or fairness. For adversarial attacks, we adopt FGSM (weak)
and PGD (strong) attacks to generate a combined set of test cases (ATTACK). For testing algorithms including
DeepXplore, DLFuzz, ADAPT, AEQUITAS, ADF and DeepFAIT, we generate a set of test cases for each of them.
The parameters used are consistent with Table 2. Then, we apply the four strategies respectively to select p%
(ranging from 1% to 10%) test cases from each test set, then we obtain a retrained model by continuing learning
with the augmented data and evaluate its empirical robustness or fairness. To reduce the randomness, we repeat
the process 5 times and report the average and deviation results (in the form of a + b).

Robustness property. Fig. 11a and Fig. 11b show the robustness evaluation results with different percentages
of test cases with different model structures. We observe that for all the selection strategies, the retrained model
obtained improved robustness to some extent, and the model robustness steadily improves as we augment more
test cases (from 1% to 10%) for retraining. By traversing the subfigures, we could find that FOL-guided strategies
(both BE-ST and KM-ST) have significantly better performance than Random and DeepGini, with KM-ST wins
on 20 out of the 32 cases (dataset/model pairs) and BE-ST wins on 9 out of 32. Specifically, our method achieves
8.27%, 14.11%, 14.79% and 10.83% more robustness improvement than Random on average for the four different
sets of test cases, and 28.14%, 37.63%, 44.47% and 34.48% more improvement than DeepGini. The reason behind is
that the FOL-based strategy is able to select test cases which have higher and more diverse loss convergence than
others, which are better correlated with model robustness. With a close look, we also find that the model property
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Fig. 11a. Robustness improvement with different selection strategies (with confidence interval of 95% significance level).

(robustness) is indeed influenced by the model structure. For instance, ConvNet-2 on the CIFAR-10 dataset shows
much lower robustness performance compared to ResNet-20 in Fig. 11a. A popular explanation in the machine
learning security community is that the large model is easier to be fooled due to the underfit condition (training
stage). Nevertheless, all the models still get improved through data enriching and retraining. Note that our
evaluation here is not iterative, but is done by retraining the model once (not from scratch). We conduct an
iterative retraining experiment on the MNIST/CIFAR-10 datasets to showcase the trend of improvements (see
Fig.16 in Appendix A). As expected, the model robustness is steadily improved and the improvement decays
along the iterations. The whole retraining process will be early terminated if the quality requirement is met. In
the meanwhile, we observe that the retrained models keep the utility as well, i.e., maintaining high accuracy on
the clean test set as shown in Table 4.

It is noteworthy that the Random strategy (orange line) performs surprisingly well in some cases, which is
close to KM-ST (e.g., ATTACK for FASHION). As Alg. 2 shows, KM-ST samples test cases from a list of ranges
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Fig. 11b. Robustness improvement with different selection strategies (with confidence interval of 95% significance level).

Table 4. Clean test accuracy of models before and after retraining with 10% of generated test cases (with confidence interval
of 95% significance level).

Dataset Model Original Retrained Dataset Model Proc. Attr. Original Retrained
MNIST LeNet-5 99.02%  98.99+0.07% Census MLP-6 Age 88.15%  88.00+0.08%
LeNet-1 98.59%  98.53+0.03% Census MLP-6 Race 88.15%  88.10+0.14%
LeNet-5 90.70%  90.51+0.20% Census MLP-6 Gender 88.15%  88.02+0.12%
FASHION ¢

ConvNet-1 91.83% 91.91+0.35% Credit MLP-6 Age 100.0% 99.50+0.60%
SVHN LeNet-5 88.84% 88.58+0.54% Credit MLP-6 Gender 100.0% 98.83+1.25%
ResNet-20 92.30% 93.81+0.68% Bank MLP-6 Age 92.26% 91.97+0.38%
ConvNet-2 84.84% 85.23+0.19% A ResNet-20 Race 92.36% 92.64+0.56%

CIFAR-10 FairFace
ResNet-20 90.39% 89.46+0.22% VGG-16 Race 84.65% 85.33+1.15%

based on the FOL distribution. Considering the extreme case that FOL is a constant distribution, and there will
be no difference between these two strategies. This is further validated by Fig. 7 where the FOL distribution of
FASHION dataset is much more flat than others (with lower kernel densities). Nevertheless, KM-ST still holds a
clear advantage over Random overall (by up to 42.54%).

Moreover, we also observe that different testing algorithms obtain different robustness improvements. ADAPT
and DLFuzz have the highest (47.43% on average) and lowest (37.55% on average) robustness improvement
respectively while DeepXplore is in the middle (45.94% on average). Adversarial attacks often achieve higher
robustness improvement thanall three neuron coverage-guided fuzzing algorithms for simpler datasets such
as MNIST, Fashion and SVHN. This casts a shadow on the usefulness of the test cases (adversarial examples)
generated by neuron-coverage-guided fuzzing algorithms in improving model robustness and is consistent with
recent empirical studies [13, 26, 43].

We further conduct experiments to evaluate and compare how robust the retrained models are when using
adversarial examples generated in different ways. We use test cases generated by different DL testing algorithms
(the parameters are consistent with Table 2) to evaluate the resilience of models to unseen threats. We summarize
the results in Table 5. We observe that the robustness drops noticeably (especially so for CIFAR-10), i.e., 20.45%,
28.34% and 22.95% for DeepXplore, DLFuzz, and ADAPT each on average compared to the results in Fig. 11a.
Table 6 shows the results under one recent adversarial attack [12] where the robustness also drops to some
extent. Intuitively, using adversarial examples from single generation method may be insufficient to face diverse
and complex threats in the real-world application scenario. Nevertheless, our test case selection strategies still
outperform Random and DeepGini in most cases, and BE-ST shows the best generalization ability to unseen

ACM Trans. Softw. Eng. Methodol.



22 .« Jialuo Chen, Jingyi Wang, Xingjun Ma, Youcheng Sun, Jun Sun, Peixin Zhang, and Peng Cheng

Table 5. Robustness performance of models (retrained using adversarial examples from attack algorithms) against test cases
generated by DL testing algorithms (with confidence interval of 95% significance level).

DeepXplore DLFuzz ADAPT
BE-ST KM-ST Random  DeepGini BE-ST KM-ST Random  DeepGini BE-ST KM-ST Random  DeepGini
LeNet-5 |86.52+2.01% 83.36+1.58% 80.34+1.49% 71.10+1.99%|82.59+2.98% 79.64+4.25% 76.26+5.68% 69.21+1.46%|76.57+2.78% 74.83+0.72% 70.13+2.23% 62.30+1.91%
LeNet-1 |73.49+6.08% 67.46+3.54% 61.77+6.91% 55.52+4.23%|73.35+5.89% 67.28+3.60% 61.82+6.84% 55.36+4.18%|72.81+6.07% 67.30+3.97% 61.71+6.88% 55.29+4.21%
LeNet-5 |61.62+3.79% 65.10+3.33% 64.83+1.47% 51.86+1.06% | 56.45+3.71% 58.69+3.69% 59.53+1.98% 41.16+2.59% |58.47+1.99% 60.24+2.72% 61.39+2.34% 43.73+1.17%
ConvNet-1|15.35+0.35% 15.22+0.98% 15.49+1.20% 17.41£1.27%|17.51£1.16% 18.64+1.51% 18.31+0.92% 18.48+1.14%|21.13+£1.80% 21.17+1.64% 21.45+1.59% 22.88+1.91%
LeNet-5 |33.58+1.14% 33.30+1.32% 33.24+1.82% 23.91+0.43%|31.52+1.68% 31.20+1.80% 30.54+0.87% 23.91+0.52%|26.98+2.11% 27.37+1.42% 27.72+1.26% 18.63+1.17%
ResNet-20 (48.51+2.86% 45.43+2.55% 43.96+1.37% 41.65+1.09%|45.28+2.06% 43.64+1.28% 43.25+1.59% 42.10+1.72%|45.67+2.53% 41.18+1.48% 40.20+1.62% 37.23+0.93%
ConvNet-2|10.87+0.11% 8.59+0.12% 8.74+0.21% 5.76+0.04% |13.77+0.28% 10.65+0.08% 10.19+0.26% 7.65+0.16% |14.44+0.16% 11.77+0.10% 11.65+0.25% 7.34+0.08%
ResNet-20 |36.48+0.62% 32.25+1.23% 30.24+1.57% 21.43+0.94%|31.32+0.32% 29.03+0.79% 27.21+0.53% 20.01+1.32% |37.63+1.12% 34.45+1.30% 31.78+1.38% 24.59+0.72%
Average 45.80% 44.21% 42.32% 36.08% 43.97% 42.35% 40.89% 34.74% 44.21% 42.49% 40.75% 34.00%

Dataset Model

MNIST

FASHION

SVHN

CIFAR-10

Table 6. Robustness performance of models under Auto-Attack [12] (with confidence interval of 95% significance level).

Auto-Attack
BE-ST KM-ST Random DeepGini
LeNet-5 88.53+0.37% 87.89+0.53% 85.74+0.81%  77.75%0.25%

Dataset Model

MNIST
LeNet-1 | 90.06+1.17% 90.24+180% 84.99+£0.56% 72.270.92%
LeNet-5 | 70.35:1.89% 73.76£1.67% 73.632.52% 42.55+1.28%
FASHION ¢
ConvNet-1 | 72.49£0.71% 70.57+1.36% 69.63£0.60% 61.40+1.48%
sy LeNetS | 69585041% 68.37:0.69% 67.3920.58% 6298+0.64%
ResNet-20 | 73.56+1.07% 68.07+1.94% 65.89+1.90% 63.02+0.98%
ConvNet-2 | 27.2020.08% 24.46+0.11% 24.83£0.19% 13.8920.07%
CIFAR-10

ResNet-20 | 55.60+0.33%  52.9940.64% 51.21+0.70% 46.26+0.58%
Average 68.42% 67.04% 65.41% 55.02%

attacks (by up to 35.13% enhancement than Random), indicating that test cases with high convergence (hard
examples) can help improve model overall robustness. Thus, it is necessary to improve the diversity of test cases
for retraining from a perspective that is well correlated with model robustness.

Fairness property. Fig. 12a and Fig. 12b show the fairness evaluation results for tabular data and image
data respectively. The main observations are consistent with that of robustness above. For all the strategies, the
model’s fairness steadily improves as more test cases (discriminatory sample pairs) are used for retraining.

For tabular data, KM-ST has better performance than Random and DeepGini on average, achieving 4.23%
and 4.72% more fairness improvement than Random for the two different sets of test cases respectively, with
33.38% and 37.46% more improvement for DeepGini. Interestingly, BE-ST performs best at the early stage in 8
out of 12 cases where the improvement is up to 23.64% more than Random. However, as more test cases are
selected for retraining, BEST falls behind KM-ST and Random fast. This phenomenon may be due to the size of
the dataset/model being small so that the model converges fast. While for image data with high dimensions, both
our strategies perform well, achieving 7.07% more improvement than Random and 11.61% more than DeepGini
on average. Moreover, the overall performance is impacted by the protected attribute to some extent as well. For
instance, the improvement on the Age attribute is less than that on the Gender, as shown in Fig. 12a.

We further evaluate and compare how fair the retrained models are with an independently-generated dis-
criminatory set, i.e., test cases generated through random sampling in [19]. We summarize the results in Table 7
(for tabular data only). Different datasets or sensitive attributes cause model discrimination at different levels.
Overall, our test case selection strategies still outperform Random and DeepGini baselines in most of the cases.
In addition, we observe that the average fairness improvement of BE-ST is the highest, which is also consistent
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Fig. 12a. Fairness improvement with different strategies (tabular) (with confidence interval of 95% significance level).
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Fig. 12b. Fairness improvement with different strategies (image) (with confidence interval of 95% significance level).

with the results of the robustness property shown in Table 5,6, further validating the potential of our adapted
FOL metric in the test case selection scenario.
We thus have the following answer to RQ2:

Answer to RQ2: FOL-guided test case selection is able to select more valuable test cases to improve the
model robustness or fairness through testing and retraining.

RQ3: How effective and efficient is our FOL-guided fuzzing algorithm?

To answer the question, we compare our FOL-guided fuzzing algorithm (Alg. 3) with two state-of-the-art
testing methods, i.e., ADAPT [40] and ADF [87] on model robustness and fairness respectively, to show the
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Table 7. Fairness performance of models against the test cases generated through random sampling (with confidence interval
of 95% significance level).

Dataset Model Proc. Attr. AEQUITAS ADF
BE-ST KM-ST Random DeepGini BE-ST KM-ST Random DeepGini
Census  MLP-6 Age 91.67+0.13% 91.40+0.25% 90.16+0.30% 88.74+0.15% | 91.78+0.23% 89.01+0.34% 88.35+0.29% 86.56+0.08%
Census  MLP-6 Race 92.72+0.17% 90.45+0.38% 89.67+0.26% 88.43+0.14% | 90.19+0.07% 89.93+0.23% 89.56+0.12% 87.62+0.02%
Census  MLP-6 Gender 97.97+0.08% 97.90+0.26% 98.14+0.19% 98.08+0.21% | 97.95+0.15% 98.37+0.12% 98.16+0.11% 98.04+0.05%
Credit MLP-6 Age 89.68+0.06% 87.33+0.21% 85.72+0.19% 84.74+0.07% | 89.30+0.12% 89.04+0.10% 88.05+0.17% 86.89+0.13%
Credit MLP-6 Gender 95.58+0.25% 94.47+0.14% 94.58+0.34% 94.72+0.11% | 95.33#£0.10% 94.15%£0.18% 94.30+0.33% 94.18+0.04%
Bank MLP-6 Age 96.64+0.17% 95.93+0.16% 96.25+0.40% 96.12+0.08% | 96.61+0.03% 96.17+0.22% 96.31+0.15% 95.80+0.13%
Average 94.04% 92.91% 92.42% 91.81% 93.53% 92.78% 92.45% 91.52%

Table 8. Comparison of FOL-fuzz and ADAPT [40] (with confidence interval of 95% significance level). a/b: a is the result of
FOL-fuzz and b is the result of ADAPT.

Dataset Model 10 mins 20 %
# Test case RobustnessT # Test case RobustnessT
MNIST LeNet-5 3284+206 / 4543+118 47.37£1.94% / 37.71+1.31% 7062+329 / 9227+273 65.88+1.87% / 54.93+1.12%
LeNet-1 2228+136 / 2705+45 20.60+0.77% / 16.31+0.32% 41714157 / 5086+28 35.36+1.45% / 20.19+0.84%
FASHION LeNet-5 9023+265/ 10722+441  33.06+0.84% / 15.44+1.70% | 18339+286 / 21947+101 49.16+2.12% / 29.65+3.78%
ConvNet-1 3303+279 / 2533+236  23.06+0.89% / 13.85+1.43% | 6586+304 /4510+267  25.22+1.13% / 19.00+1.39%
SVHN LeNet-5 12467+345/ 16763+663 29.86+0.90% / 28.78+1.81% | 24903+256 / 33885+520 39.96+0.99% / 36.61+£2.07%
ResNet-20 1369+91 / 3029+43 41.67+£0.56% / 42.03+1.20% | 2708+155/5699+327  47.11+0.68% / 48.72+2.19%
CIFAR-10 ResNet-20 2041+36 / 3575+256 22.82+0.59% / 19.21+1.21% 4023+107 / 6740287 29.32+3.03% / 23.82+3.44%
ConvNet-2 4531+162 / 2791+285 7.434+0.49% / 6.48+0.33% 92254204 / 5772+316 9.02+0.55% / 9.13+0.72%
Average 4791/ 5833 28.23% / 22.48% 9628 / 11608 37.63% / 30.26%

Table 9. Robustness improvement of models after retraining using test cases with different densities (with confidence interval

of 95% significance level).

RobustnessT (# Test cases for each seed)
Dataset Model
1 10 50 100
MNIST LeNet-5 48.15+2.16% 64.62+3.58% 70.55+2.46% 72.33+2.24%
LeNet-1 27.62+2.31% 57.94+2.52% 64.09+0.84% 64.80+1.22%
LeNet-5 15.81+0.97% 31.72+0.72% 45.26+0.54% 48.51+1.14%
FASHION ¢
ConvNet-1 | 22.92+1.10% 26.24+0.71% 27.93+0.74% 27.63+0.58%
SVHN LeNet-5 27.21+£0.59% 35.57+£1.01% 40.24+0.65% 38.98+0.49%
ResNet-20 | 36.54+1.44% 45.47+1.91% 49.81+0.85% 50.46+1.53%
ConvNet-2 | 7.75+0.12% 8.35+0.15% 9.17+0.22% 9.86+0.08%
CIFAR-10
ResNet-20 | 24.48+0.34% 27.75+0.89% 30.83+0.46% 31.42+0.87%
Average 26.31% 37.21% 42.24% 43.00%

effectiveness and efficiency of improving the model quality with respect to a certain testing property. To reduce
the randomness, we repeat the process 5 times and report the average and deviation results.

Robustness property. We compare FOL-fuzz with the state-of-the-art neuron coverage-guided fuzzing
algorithm ADAPT as follows. We run FOL-fuzz and ADAPT on the same set of seeds to generate test cases within
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the same amount of time (i.e., 10 minutes and 20 minutes). Then we retrain the model with all the generated
test cases to compare their robustness improvement. The hyper-parameters for FOL-Fuzz are set as follows:
k=5, A =1.0, iters = 3, Ir = 0.1, and the parameters for ADAPT are consistent with Table 2.

Table 8 summarizes the results. We observe that ADAPT generates more test cases on average, i.e., 8721
compared to 7210 of FOL-Fuzz. Nevertheless, using test cases founded by FOL-Fuzz (less than ADAPT) to retrain
the model significantly improves the model’s robustness than ADAPT, i.e., 32.93% compared to 26.37% of ADAPT
on average. With a closer look, we could find that ADAPT usually generates much fewer test cases than FOL-Fuzz
for large models (e.g., CIFAR-10/ConvNet-2). The reason behind is that ADAPT needs to calculate and keep the
global coverage map in each iteration, which is extremely costly for the model with a large number of neurons,
while the main cost of FOL-Fuzz lies on the gradient calculation. Fig. 13 further shows several samples generated
by the two methods respectively, which reveals that ADAPT tends to generate a lot of test cases around a seed
(with little difference) with the core goal of improving certain neuron coverage metric. However, not all these
tests are meaningful to improve model robustness. On the other hand, FOL-Fuzz is able to discover more diverse
and valuable test cases relatively.

In addition, we explore how the presence of multiple test cases belonging to the same seed affects the retraining
performance. We control the generation of FOL-Fuzz to output a different number of test cases for each seed, i.e.,
1, 10, 50 and 100, and then retrain models on the generated test cases to evaluate the robustness improvement
respectively. Table 9 summarizes the results. We observe that robustness increases as more test cases are generated
for each seed, from 26.31% to 43.00% on average. However, the improvement is limited after the number grows
to a certain threshold. We only get 0.76% more improvement by adding the number from 50 to 100, and the
improvement even drops a little in some cases (e.g., SVHN/LeNet-5). Thus, the size of test cases is not the larger
the better, the diversity of test cases is of great importance:

Fairness property. We compare FOL-fuzz with the state-of-the-art fairness fuzzing algorithm ADF for tabular
data as follows. We run FOL-fuzz and ADF (global generation) on the same set of seeds to generate test cases (i.e.,
discriminatory sample pairs). The hyper-parameters for FOL-Fuzz are set as follows: k = 1, A = 1.0, iters =
10, Ir = 1.0, and parameters for ADF are consistent with Tab. 2.

Tab. 10 shows the results. We observe that ADF generates slightly more test cases on average, i.e., 561 compared
to 504 of FOL-Fuzz. Still, the generation process varies with the dataset and protected attribute, which may be
caused by the limited search space (tabular data with discrete values). Not surprisingly, we observe that using
test cases founded by FOL-Fuzz (although less than ADF) to retrain the model improves the model’s fairness
more than ADF, which wins in 4 out of 6 cases and achieves 46.56% improvement compared to 43.92% of ADF
on average. The improvement of FOL-fuzz on fairness is not significant when compared to that on robustness
shown in Tab. 8. One possible reason is that the size of the search space is different (the dimension of tabular
data is much less than image data) and the fuzzing process is further limited.

We thus have the following answer to RQ3:

Answer to RQ3: FOL-guided fuzzing is able to efficiently generate more valuable test cases to improve
the model robustness and fairness.

4.3 Threats to Validity

Our experimental results demonstrate the effectiveness of QuoTE. However, we acknowledge some threats to
the validity of our approach and experiments. We discuss threats according to the guideline for experimental
studies in software engineering [58, 79].
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Seed Sample FOL-Fuzz Samples ADAPT Samples

Fig. 13. Generated test cases from FOL-Fuzz and ADAPT testing algorithms on the MNIST dataset.

Table 10. Comparison of FOL-fuzz and ADF [87] (with confidence interval of 95% significance level). a/b: a is the result of
FOL-fuzz and b is the result of ADF.

1000 d
Dataset Model Proc. Attr. seess
# Test case FairnessT
Census MLP-6 Age 821+9 / 656+4 42.90+0.40% / 39.85+0.31%

Census  MLP-6 Race 653+3 / 456+3 = 42.85%0.17% / 44.02+0.13%
Census MLP-6 Gender 371+4 / 337+2 47.50+0.19% / 38.13+0.22%

Credit MLP-6 Age 57546 / 594+4 53.5240.15% / 48.88+0.22%

Credit MLP-6 Gender 235+1/449+2 44.75+0.04% / 44.07+0.11%

Bank MLP-6 Age 366+3 / 87315 47.84+0.21% / 48.59+0.14%
Average 504 /561 46.56% / 43.92%

The internal threat could be caused by the implementation of QUOTE testing framework and baselines in
comparison. To reduce this threat, we borrow the available implementations of the compared methods from
released codes by their authors, and carefully check the correctness of our code.

The external threat to validity mainly comes from the datasets and model structures. Regarding the datasets,
we consider 8 public datasets in the testing literature, including 5 image datasets and 3 tabular datasets. To reduce
the threat from the models, we employ multiple well-known architectures for each dataset (including 8 structures
in total) to limit the impact of model dependency to some extent. Since QUOTE is generic and independent of
datasets or model structures, it can be adapted with minor adjustments for further use.

The construct threat lies in the empirical evaluation and quality requirement in QUOTE, the hyper-parameter
setting, and the randomness in the training process. Following DeepGini [17], We adopt an empirical approach to
evaluate properties (robustness and fairness), which might vary with the pre-generated quality validation dataset
Dy, So far, it is still an open problem as to how to efficiently measure the robustness (or other properties) of DL
models. Our QUOTE testing framework requires a quality requirement on the certain testing property as the input,
that could be application-specific and relevant to the model as well. In practice, users could adjust the requirement
dynamically regarding the actual scenarios. For the hyper-parameters, we follow the standard setting in existing
works. For our method, further research for other datasets may be necessary to identify the hyper-parameters to
achieve a more effective and efficient testing. Regarding the randomness, we repeat each experiment 5 times
(have retrained more than 6,000 models) and we reported the results with statistical significance evaluation.
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5 RELATED WORK

This work is mainly related to the following lines of works on building trustworthy DL systems.

5.1 Deep Learning Testing

Extensive DL testing works are focused on designing testing metrics to expose the robustness vulnerabilities of
DL systems including neuron coverage [55], multi-granularity neuron coverage [45], neuron activation conditions
[64], surprise adequacy [35] and mutation adequacy [56]. Along with the testing metrics, many test case generation
algorithms are also proposed including gradient-guided perturbation [55, 87], black-box [78] and metric-guided
fuzzing [25, 40, 81]. However, these testing works lack rigorous evaluation of their effectiveness in improving the
model robustness (although most of them claim so) and have been shown to be ineffective in multiple recent
works [13, 26, 43]. Multiple metrics have been proposed in the machine learning community to quantify the
robustness of DL models as well [6, 76, 77, 82]. However, most of them are used to evaluate local robustness and
are hard to calculate, thus are not suitable to test directly. Compared to the robustness property, the fairness
property is much less explored so far. Several works [1, 19, 68] are proposed to find discriminatory samples of
machine learning models (deep learning models in [87, 89]). Our work bridges the gap and integrates model
retraining into the testing pipeline for better quality assurance. Moreover, our QUOTE testing framework is
generic, i.e., it could be extended to other model properties by incorporating specific testing metrics.

5.2 Adversarial Training

The key idea of adversarial training is to improve the robustness of the DL models by considering adversarial
examples in the training phase. There are plenty of works on conducting adversarial attacks on DL models (of
which we are not able to cover all) to generate adversarial examples such as FGSM [22], PGD [48] and C&W [10].
Adversarial training, in general, may overfit to the specific kinds of attacks that generate the adversarial examples
for training [48] and thus can not guarantee robustness on new kinds of attacks. Later, robust training [48] is
proposed to train robust models by solving a saddle point problem described in Sec. 3. Motivated by adversarial
training, we propose the FOL metric based on loss objective (e.g., pair-loss for fairness), which is strongly
correlated with model property and could be used to select more valuable test cases for model retraining to
enhance the model property. We believe that adversarial training and QUOTE (like other testing approaches) are
complementary, and DL testing is important as testing can continuously generate new testing cases to enhance
the model’s property more efficiently.

6 CONCLUSION

In this work, we propose a novel quality-oriented testing framework QUOTE for deep learning systems towards
improving a specific model property (e.g., robustness and fairness), which focuses on fixing mainly faults related
to training data. The core of QUOTE is a set of lightweight metrics to quantify both the value of each test case in
improving model property (via retraining) and the convergence quality of the improvement. We also utilize the
proposed metric to select and automatically fuzz for more valuable test cases for model quality enhancement.
We implemented QUOTE as a self-contained open-source toolkit for future research. Extensive experiments on
multiple benchmark datasets verify the effectiveness and efficiency of QUOTE in improving DL model robustness
and fairness, which outperforms several state-of-the-art works.

Future Work. In this work, we evaluate the effectiveness and efficiency of QUoTE on two main DL properties,
i.e., robustness and fairness. Extending to other less explored properties such as safety and privacy is also worthy
of future study, although it is still challenging to achieve complete trustworthiness for DL models. Our work
focuses on fixing faults (or bugs) in the training dataset and improving model quality through data augmentation
and retraining. We are also aware that there are other fundamental faults in model structure, implementation or
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training setting in reality, which impacts model property to a certain extent. In the future, we hope to explore
the influence of other possible faults on model quality enhancement. So far, our approach mainly focuses on
image and structural (tabular) data with feed-forward neural networks (e.g., CNN and MLP), we hope to extend
experiments to the text/NLP domain where input features are word vectors and recurrent neural networks (RNN)
are more used. There are several hyper-parameters involved in the used fuzzing and generation algorithms, and
we manually set them following existing works or through simple ablation studies, which may not be the optimal
setting. In the future, we plan to investigate automatic parameter tuning.
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Fig. 14. The FOL distribution of FGSM and PGD attacks for different models.
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Fig. 15. The FOL distribution of AEQUITAS and ADF testing algorithms for different models.
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Fig. 16. The trend of robustness improvement (ATTACK) in iterations on the MNIST and CIFAR-10 datasets (with confidence
interval of 95% significance level).
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